
These values are required in order to get approximation of y''.

With these coefficients the leading error term is hy''', so of order h, not h^2.

I'm doing this problem with the computer. It may be a better learning experience
for you to do it with pencil and paper. I haven't come to a firm conclusion about this.

Here is the start of Taylor expansion of an arbitrary linear combination of our data.

Here are the coefficients of each of the 0th, 1st, 2nd, 3rd derivatives at 0:

Here are the 3 things we want to be zero, in order to aproximate y''(0):

coeff of y(0) = 0
coeff of y'(0) = 0
coeff of y''(0) = 1

Choices of the a's that make the above all 0s:

Here is the start of the Taylor expansion of our linear combination
of the data with the determined values of the a's.
We have y_2 as desired, but we also have an error whose Taylor expansion starts at order h.
Hence no combination of the given data provides a formula for y''(0) with error = O(h^2).

(a)



1b  A 4-point O(h^2) approx to y'' at the boundary

These coefficients give the desired approximation.

The leading term in the error is -11/12 h^2 y''''.

Thus, with 4 pieces of data, we can find an approximation of y''(0) with error = O(h^2).



This is a constant-coefficient 2nd order linear ODE, whose general
solution we can find using the methods of our undergrad ODE course.
Find roots of characteristic equation, etc.
I am using sympy to find the coefficients to satisfy the BCs.



Code to generate Galerkin approximations:

The Galerkin approximations.
The basis functions are orthogonal, so the coefficients
don't change as we add more basis functions.

Here is the answer to the problem
as posed in Ackleh (N=2).

I will be looking at this norm of the error in the extra-credit part:
the 1-norm on Ackleh p549.

Integral will be done by numerical quadrature.

 



Here is the comparison requested by Ackleh of the N=2 Galerkin approximation and the
exact solution at x=0.25, 0.5, 0.75:

x         exact solution        Galerkin approx      error in Galerkin approx

Below (extra credit) I explore the convergence of the Galerkin approximation as
N is repeatedly doubled.



Plots of the Galerkin approximations and the exact solution (black):

A log-log plot of the errors in the numerically estimated "1-norm" as defined in Ackleh p549
square root of integral of e'^2 + e^2:

Slope is roughly −2 as we were told to expect. It's a bit wobbly,
and I don't trust the numerical quadrature used to compute the
error norm very much (because the integrand is getting 
increasingly spikey near x=1 as N increases - see plots below).

From these plots of the pointwise
error and error in the derivative, 
we can see that the max norm
of the value is going to zero as
1/N^2, but the Fourier series is
having a bit of trouble with the
derivative at the right endpoint,
and the max norm of the
derivative seems to be going
to zero only as 1/N. Though its
integral is evidently dropping as
1/N^2.

Students in MTH 540: is the 
Galerkin formula generating
the sine transform of the
exact solution?

error multiplied by N^2

derivative error multiplied by N





When I assigned this, I was thinking you could do it numerically, but it turned out to be easier
to do it exactly by hand, so ...




